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Objective

I National cancer surveillance
I Important for cancer research, funding, and legislation

I The Surveillance, Epidemiology, and End Results (SEER)
program of the National Cancer Institute (NCI)
I Goal: To curate a database of all cancers diagnosed in the US

I Cancer pathology reports
I Contain tumor information such as location.
I Manual extraction is costly

I Build an automated information extraction pipeline for
pathology reports



Breast ICD-0-3 topographical sites

Source: https://seer.cancer.gov/manuals/2018/AppendixC/Coding_Guidelines_Breast_2018.pdf

https://seer.cancer.gov/manuals/2018/AppendixC/Coding_Guidelines_Breast_2018.pdf


Information extraction methods

I Rule-based methods1

I Methods with manually crafted features (machine learning)2

I Cast extraction problem as text classification
I Logistic regression
I Support vector machines

I Methods with automated feature extraction (deep learning)3

I Convolutional neural networks (CNN)

1Nguyen et al. JAMIA (2010).
2Li and Martinez. ALTA (2010).
3Qiu et al. JBHI (2017).



Convolutional neural networks

I Shallow-wide
architecture4

I Word embedding
layer

I Parallel
convolutional filter
banks

I Rectified linear
unit (ReLU)
activation

I Global max
pooling

I Softmax classifier

Modified from

https://ieeexplore.ieee.org/abstract/document/7918552

4Kim. EMNLP (2014).

https://ieeexplore.ieee.org/abstract/document/7918552


Key challenges

I Limitations of CNN:
I Limited performance when training data is scarce

I Heavy class imbalance
I Limited uncertainty quantification

I Solution: Deep kernel learning (DKL)
I Composition of a CNN feature network with a Gaussian

process (GP)
I Bayesian but scalable and expressive
I Has been applied in computer vision5

I First application to text classification

5Wilson et al. NIPS (2016).



Gaussian processes
I GP classifier:

y = g(f(x)). (GP classifier)
I Latent GP defines prior over functions
I f ∼ GP(µ, k) iff [f (x1), . . . , f (xn)] follows a joint normal

distribution for any n inputs,
E[f (x)] = µ(x) and Cov[f (x), f (x ′)] = k(x , x ′).

I Inverse-link functions g:

softmax(z)|i = ezi∑C
j=1 ezj

.

robustmax(z)|i =
{

1− ε if i = arg max(z)
ε

C−1 otherwise.
I Kernels:

krbf(x, x′) = σ2e−
‖x−x′‖2

2λ2 .

klin(x, x′) = σ2x>x′.



Sparse variational Gaussian processes

I Challenges:
I Exact GP inference not possible with classification inverse-link

functions
I GP inference has complexity O(N3) for N training points

I Solution: Sparse variational GP (SVGP)6

I Variational inference
I Inducing points

I Maximize evidence lower bound (ELBO) with respect to:
I Inducing points
I Variational parameters (values at inducing points)
I Kernel hyperparameters

I ELBO naturally includes regularization

6Hensman et al. JMLR (2015).



Deep kernel learning

I Deep kernel:

kdeep(x, x′) = k(φ(x;ω),φ(x′;ω)).

I Inducing points live in feature space, not input space
I Necessary for text input
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Datasets
I Primary tumor site extraction from de-identified electronic

pathology reports (EPR)
I Gathered from five SEER cancer registries (CT, HI, KY, NM,

Seattle)
I Three breast and three lung tumor sites
I Used 10-fold cross validation for EPR

Dataset Classes Training points
per class

Test points
per class

EPR 6 123.75 13.75
20News-227 20 124.45 376.6
IMDB-18 2 125.0 12 500.0

20News-100 20 565.7 376.6
IMDB-5 2 625.0 12 500.0

IMDB-100 2 12 500.0 12 500.0
7Dua and Graff. (2017).
8Maas et al. ACL (2011).



Models

For the last two models, “Dense layers” and “Kernel” apply to the
classifier used at test time, not during training.

Model Dense
layers Kernel Options

for pretraining
Fixed

Features

CNN-1 1 CNN-1, best DKL
CNN-2 2 CNN-2, best DKL
DKL-lin Linear CNN-1
DKL-RBF RBF CNN-1

CNN-SVGP Linear CNN-1
DKL-LSC 1 best DKL



Generalization error

Mean test Fmicro scores (as percentages) with standard deviations across
20 random seeds.

Dataset CNN-1
(scratch)

CNN-1
(pre. CNN)

DKL-lin
(scratch)

DKL-lin
(pre. CNN)

EPR 86.2± 0.6 86.5± 0.6 83.8± 0.7 86.6± 0.4
20News-22 68.9± 1.0 67.9± 0.8 75.7± 0.8 70.8± 0.7
IMDB-1 72.8± 1.7 72.1± 1.7 73.5± 3.2 73.8± 1.9

20News-100 79.0± 0.4 78.7± 0.5 83.4± 0.5 82.6± 0.5
IMDB-5 79.2± 0.8 77.6± 0.7 82.9± 0.5 77.1± 1.0

IMDB-100 88.7± 0.3 88.3± 0.4 89.1± 0.3 88.9± 0.3



DKL extracts better features

Mean test Fmicro scores (as percentages) with standard deviations across
20 random seeds.

Dataset DKL-lin
(best) DKL-LSC CNN-1

(pre. DKL) CNN-SVGP

EPR 86.6± 0.4 85.3± 0.6 86.6± 0.7 72.0± 2.2
20News-22 75.7± 0.8 74.8± 1.0 70.0± 0.9 69.0± 0.9
IMDB-1 73.8± 1.9 73.9± 2.0 69.9± 1.9 57.0± 4.6

20News-100 83.4± 0.5 83.1± 0.5 79.0± 0.5 78.6± 0.7
IMDB-5 82.9± 0.5 83.2± 0.5 77.5± 0.7 79.0± 1.5

IMDB-100 89.1± 0.3 89.2± 0.2 88.8± 0.2 88.5± 0.3



DKL extracts better features: A visualization

(a) DKL-lin (b) DKL-lin
(pre. CNN)

(c) CNN-1
(pre. DKL)

(d) CNN-1

t-SNE visualizations of the 20-Newsgroups test set passed through the
feature networks of four different models trained on 20-Newsgroups-100,
for the seed giving the biggest performance gap between the CNN-1 and
DKL-lin models.



Uncertainty quantification
I Confidence score: Probability of predicted class

(a) EPR (b) 20Newsgroups-22 (c) 20Newsgroups-100

(d) IMDB-1 (e) IMDB-5 (f) IMDB-100

Accuracy-rejection curves (ARCs) averaged vertically over 20 random
seeds.



Conclusions and future work

I DKL can be beneficial for text classification
I Potential for information extraction from pathology reports

I DKL improves feature extraction
I Uncertainty quantification

I Anomaly detection
I DKL on larger datasets

I Less beneficial
I Could remain relevant if there is heavy class imbalance



Future work on bigger data

I 546, 981 pathology reports from KY
and LA SEER cancer registries

I Multitask with extreme class
imbalance

I Modeling class-level and task-level
covariance with DKL

I Using Summit

Task Num. Classes

Primary site 314
Laterality 7
Grade 9
Histology 547
Behavior 4
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Evidence lower bound

ELBO(θ,Z, gamma) =
N∑

i=1

∫
ln[p(yi | fi )] q(fi ;θ) dfi

− DKL(q(U;θ) | p(U)).


