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Challenges in MD simulation

● Time scale
○ Individual time step - 10-15s

○ Modes on interest - 10-6s ++

● Energy barriers 
○ Difficult to sample barriers as p ∝ exp(-kE)
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Path sampling

● Multiple strategies exist to tackle it 
○ Reaction path sampling

○ Replica exchange sampling

○ Action-CSA sampling

○ Nudged elastic band methods



Reinforcement learning



Success stories of RL



Marrying path sampling and RL

● Continuous action space,

● continuous sample space 

● Policy gradient method
○ Optimized policy by performing gradient ascent on the policy parameters

○ Vanilla implementation has very high variance (though pretty low bias)



Architecture of policy gradient



Parameter update

David Silver



Reward for policy gradient

● Reward : action (not to be confused with RL action)

න𝐿𝑎𝑔𝑟𝑎𝑛𝑔𝑖𝑎𝑛 = න𝐾𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 − 𝑃𝑜𝑡𝑒𝑛𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦

● Onsagler-Machlup action



Hyperparameter tuning 

● Used Google’s gin-config
○ Decorators added to functions with the parameters to optimize

○ Grid of parameters in a text-file

○ Functions called repeatedly with the hyperparameter settings



Generalized advantage estimation

Orange : gamma =0.8

Blue : gamma=0.65



Thank you !


