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AGENDA

� Introduction to Pathology
� Introduction to Digital Pathology

� Interesting publications

� Combining machine learning with pathology



INTRODUCTION TO PATHOLOGY

“The lab”



SURGICAL PATHOLOGY WORKFLOW
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TISSUE STAINING

� Hematoxylin & Eosin
� Mounting media

� Coverslip



COLOR VARIATION



DIGITAL PATHOLOGY









WHOLE-SLIDE IMAGING



WHOLE-SLIDE IMAGING (WSI)

� Image capture device
� Motorized

� Microscope objective



WSI FORMAT

� 20x or 40x magnification
� 0.5 µm/pixel or 2.75 µm/pixel

� 1-5 minutes per glass slide

�Large file sizes
� Gigapixel range, 0.5-2GB file sizes

� LZW/TIF or some lossless compression*

� Image tiling and image pyramids

*YMMV



OPENSLIDE
� Open source C library

� Java, python

� API
� OpenSeaDragon

� Reverse engineered
� Aperio
� Hamamatsu
� Leica
� Phillips
� Sakura
� Ventana
� 3DHISTECH MRXS ("MIRAX")
� And more



BENEFITS OF NIH
� NCI / AIR – Computer vision expertise

� DGX-A100 (8x A100’s; 320GB VRAM)
� Pathologists, Radiologists, Data Scientists

� NCI
� CBIIT

� HALO, Palantir, etc

� NIH Clinical Center – Rich source of medical samples
� ~6-7k pathology cases per year
� All cases research (IRB protocol)

� NIH-wide
� Biowulf/Helix

� Many V100’s
� Many A100’s



ANNOTATING



MACHINE LEARNING AND 
PATHOLOGY



MACHINE LEARNING AND PATHOLOGY



MACHINE LEARNING AND PATHOLOGY



NO NEED FOR PATHOLOGIST ROI’S?



Prostate BCC (skin) Breast mets

a few
^

Gleason score?
Why only in the 
supplemental?

Mortality very low Interesting, but very 
specific. Also, many 
previously trained 
models:
doi:10.1001/jama.2017.14585
doi:10.1093/gigascience/giy065
doi:10.1001/jama.2017.14585
doi:10.1109/TMI.2018.2867350

https://jamanetwork.com/journals/jama/article-abstract/2665774
https://doi.org/10.1093/gigascience/giy065
https://jamanetwork.com/journals/jama/article-abstract/2665774
https://doi.org/10.1109/TMI.2018.2867350




HUMAN COMPARISON





PREDICTING RISK!







INTRODUCTION

� Cervical Cancer
� One of the most common cancer among women.

� 2018 US Statistics Δ

� 13,240 diagnosed cases.

� 4,170 women die from cervical cancer.

� Cervical cancer that is detected early is more likely to be treated 
successfully.

Δ “Cancer Facts & Figures 2018,” American Cancer Society, 2018.



DATASETS

� NLM Data
� 25 cytology slides. 

� Provided by BD (Becton-Dickinson) Corporation.

� The slides are prepared using Sure Path.

� Herlev Pap Smear Dataset 
� 917 cervical cell images

Δ http://mde-lab.aegean.gr/downloads



NLM DATA

Annotated Slide imageClean Slide image

Note: Displayed images are from level 7



ROI DETECTION

Matching Keypoints

´Image Registration
´ORB feature detector Δ

´Match features
´Calculate Homography

´Uses RANSAC* estimation 
technique

Δ  Ethan Rublee, Vincent Rabaud, Kurt Konolige, Gary R. Bradski: ORB: An efficient alternative to SIFT or SURF. ICCV 2011: 
2564-2571
* Random sample consensus (RANSAC) is an iterative method to estimate parameters of a mathematical model from a 
set of observed data that contains outliers



ROI DETECTION

Aligned Image

´Image Registration

Reference Image



ROI DETECTION

Threshold 
+ 

Morphological 
operations

B_color_space – R_color_space Mask output

Skeletonize
+ 

Refine 
boundaries

ROIs detected



ROI DETECTION RESULTS



LOCATING ABNORMAL CELLS

Abnormal cells

Image from level 7
Image from level 1

Size: 3400x3079



SLIDE CLASSIFICATION
� NILM (Negative for Intraepithelial 

Lesion or Malignancy)
´ LSIL (Lower-grade Squamous 

intraepithelial lesion)
´ ASCUS (Atypical squamous cells 

of undetermined significance)

´ HSIL (Higher-grade Squamous 
intraepithelial lesion) ´ Adeno (Adenocarcinoma) ´ SCC (Squamous cell carcinoma)

https://www.eurocytology.eu/en/course/1294


PATCH BASED DATA GENERATION

128x128 patch images

Normal

Abnormal



CLASSIFICATION
� This is a Bi-classfication
� Train, Test Dataset

� Training Dataset (Herlev Pap Data)
� Training: Normal – 196, Abnormal – 560

� Validation: Normal – 46, Abnormal – 115

� Testing Dataset (12XS12118 Patch data)
� Testing: 15,035 patch (128x128) images



CLASSIFICATION
� CNN based Classifier

� Fine-tuning models initialized with pre-trained ImageNet weights.

� No. of Epochs = 200

� Batch Size = 32

� Optimizer: Stochastic Gradient Descent
� Lr = 0.001, Momentum = 0.9

� Loss Function: Cross Entropy Loss



CLASSIFICATION RESULTS
´Pytorch Deep Learning Platform.
´Models run on Nvidia DGX station.
´Evaluation results for normal class detection

https://pytorch.org/docs/stable/torchvision/models.html

 Model Confusion 
matrix 

!"# $%
$# "%& 

ACC PREC REC F1-
Score 

MCC 

Resnet-50 !589 71
78 582& 

0.8871 0.8913 0.8818 0.8865 0.7742 

VGG-19 !581 79
68 592& 

0.8886 0.8823 0.8970 0.8896 0.7773 

Densenet-
121 !611 49

131 529& 
0.8636 0.9152  0.8015  0.8546  0.7329 

Inception
_v3 !429 231

57 603& 
0.7818  0.7230 0.9136 0.8072  0.5843 



CLASSIFIER COMPARISON



SUMMARY
� Digital pathology images are large
� Color variation, magnification should be considered

� Deep learning and pathology can assess diagnosis AND:
� Assist with grading (Gleason, Elston, Weiss, etc)

� Predict outcomes

� Predict molecular mutations

� Collecting and curating dataset is extremely important 

� Evaluate models thoroughly
� Different architectures can use more computer power, ie take 

longer to train



RESOURCES

� Courses:
� THIS lecture series!
� Fast AI : https://course.fast.ai/
� Coursera
� Khan Academy

� Challenges:
� Grand-challenge.org
� Nuclear segmentation
� Tumor segmentation

https://course.fast.ai/
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QUESTIONS?


